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Abstract 

Background  Genome-wide association studies (GWAS) are rapidly advancing due to the improved resolution 
and completeness provided by Telomere-to-Telomere (T2T) and pangenome assemblies. While recent advance-
ments in GWAS methods have primarily focused on identifying genetic variants associated with discrete phenotypes, 
approaches for quantitative traits (QTs) remain underdeveloped. This has often led to significant variants being over-
looked due to biases from genotype multicollinearity and strict p-value thresholds.

Results  We propose an enhanced ensemble learning approach for QT analysis that integrates regularized variant 
selection with machine learning-based association methods, validated through comprehensive biological enrichment 
analysis. We benchmarked four widely recognized single nucleotide polymorphism (SNP) feature selection methods-
least absolute shrinkage and selection operator, ridge regression, elastic-net, and mutual information-alongside four 
association methods: linear regression, random forest, support vector regression (SVR), and XGBoost. Our approach 
is evaluated on simulated datasets and validated using a subset of the PennCATH real dataset, including imputed 
versions, focusing on low-density lipoprotein (LDL)-cholesterol levels as a QT. The combination of elastic-net with SVR 
outperformed other methods across all datasets. Functional annotation of top 100 SNPs identified through this 
superior ensemble method revealed their expression in tissues involved in LDL cholesterol regulation. We also con-
firmed the involvement of six known genes (APOB, TRAPPC9, RAB2A, CCL24, FCHO2, and EEPD1) in cholesterol-related 
pathways and identified potential drug targets, including APOB, PTK2B, and PTPN12.

Conclusions  In conclusion, our ensemble learning approach effectively identifies variants associated with QTs, 
and we expect its performance to improve further with the integration of T2T and pangenome references in future 
GWAS.

Keywords  Genome-wide association studies, Machine learning, Feature selection, Elastic-net, Support vector 
regression, Functional enrichment

Background
Genome-wide association studies (GWAS) have trans-
formed the field of genetics by enabling researchers to 
identify genetic variants associated with complex traits 
and diseases on a genome-wide scale. After the comple-
tion of the Human Genome Project (HGP) [1], GWAS 
has been recognised as the most effective approach for 
identifying variants associated with phenotypes of inter-
est. The popularity of GWAS is expected to surge in the 
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near future owing to the availability of newer high-quality 
gap-less reference genomes like Telomere-to-Telomere 
(T2T)-CHM13 and human pangenome [2, 3]. Over the 
past two decades, GWAS has identified genetic risk loci 
such as FTO for obesity [4] and PTPN22 for autoimmune 
diseases [5]. Additionally, GWAS also uncovered path-
ways such as the IL-12/IL-23 pathway linked to Crohn’s 
disease [6], which encouraged clinical studies for medi-
cines targeting the pathways.

Despite the widespread use and success of GWAS in 
identifying numerous disease-associated variants, con-
ventional GWAS methods suffer from many challenges in 
analysing quantitative traits (QTs). The stringent p-value 
criteria used in GWAS may overlook variants with low or 
moderate effect sizes, potentially leading to false nega-
tives [7] and hindering the detection of variants with 
modest yet biologically significant associations [8, 9]. 
Furthermore, conventional linear and logistic regression 
models used in GWAS [10] often fail to consider epistatic 
interactions between genetic variants [8]. Consequently, 
the estimated heritability derived from such GWAS 
analysis may not accurately reflect the true genetic com-
ponent underlying complex traits/diseases, giving rise to 
“missing heritability” [11]. Missing heritability poses a 
significant challenge in GWAS analysis, underscoring the 
need for alternative approaches to enhance the detection 
of genetic associations. Moreover, the reliability of con-
ventional GWAS results is often questioned due to the 
lack of functional annotations, making it challenging to 
interpret the biological significance of identified variants. 
Without this contextual information, it becomes chal-
lenging to discern whether a detected association is caus-
ative or merely a marker in linkage disequilibrium (LD) 
with the true functional variant.

To address these issues of GWAS, researchers have 
employed machine learning (ML) methods, such as 
decision tree-based and penalized regression-based 
approaches, for association analyses. Extreme Gradient 
Boosting (XGBoost), based on gradient-boosted decision 
trees, effectively incorporates pairwise epistatic interac-
tions of single nucleotide polymorphisms (SNPs) within 
one tree. A notable feature of XGBoost is its capacity to 
restrict interactions between SNPs within single trees, 
facilitating the study of SNP interactions and enabling 
prediction models to include complex non-linear interac-
tions in a non-additive form [12]. In contrast to decision 
tree approaches, penalized regression-based methods, 
such as ridge regression and least absolute shrinkage 
and selection operator (LASSO), are comparatively less 
complex ML methods. These methods simultaneously 
select variants and estimate their effects on phenotype 
by imposing constraints on model coefficients [13]. 
Ridge regularization stabilizes parameter estimation by 

shrinking predictors, while LASSO regularization facili-
tates variant selection by driving many regression coef-
ficients to zero [14]. Elastic-net regularization, another 
ML approach, combines ridge and LASSO penalties 
to provide shrinkage and automated variant selection. 
These ML methods are particularly beneficial for GWAS 
analysis, where epistatic interactions and multicollinear-
ity among nearby SNPs are prevalent due to LD.

However, ML methods encounter challenges due to the 
high dimensionality of GWAS data, characterized by a 
large number of SNPs relative to sample size, also known 
as the “curse of dimensionality” [15]. To address this 
issue, pre-selection of SNPs using various feature selec-
tion methods has been explored [16], albeit with limited 
success, particularly for complex continuous traits like 
low-density lipoprotein (LDL) cholesterol levels. To over-
come these challenges and enhance our understanding of 
complex traits and diseases, innovative approaches inte-
grating advanced statistical methodologies, association 
methods, functional annotations, and biological insights 
are essential.

Here, we employ elastic-net regularization as a feature 
selection approach, leveraging its ability to address com-
putational challenges associated with high-dimensional 
data and mitigate spurious associations [17]. Other 
widely used feature selection methods such as LASSO, 
ridge, and mutual information are also implemented to 
compare the performance of elastic-net method. Addi-
tionally, we utilize linear regression (LR), random for-
est (RF), XGBoost, and support vector regression (SVR) 
ML methods for association testing on selected features/
SNPs. Kernel-based ML methods like SVR for associa-
tion testing can identify interactions by exploring all pos-
sible combinations of SNPs within a GWAS dataset. The 
effectiveness of our ensemble approach is validated on 
simulated, real and imputed datasets. We perform func-
tional enrichment analysis of identified associated SNPs 
across diverse biological processes to confirm their bio-
logical relevance, ensuring the validity of our findings. 
The step-wise illustration of the proposed framework is 
displayed in Fig. 1.

Methods
Our proposed framework includes quality control 
(QC) of the data, four feature selection methods such 
as LASSO [14], ridge [18], elastic-net [19], and mutual 
information [20], followed by three association methods 
(i.e. LR [21], RF [22], and SVR [23]).

Let X ,Y = (X ,Y ) ∈ R
n×snps is a GWAS dataset of a 

complex trait for n individual and snps number of SNPs. 
Let X = (xij)

n,snps
i=1,j=1

 , where xij is the allele of ith individual at 
jth SNP and Y = (yi)

n
i=1 indicates the n× 1 quantitative 

phenotype, where yi is phenotype value of ith individual.
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QC of dataset
The efficiency of GWAS to identify true genetic connec-
tions is dependent on the overall quality of the dataset. 
Even simple statistical tests of association are hampered 
by unprocessed genome-wide SNP data, potentially lead-
ing to false-negative and false-positive associations. Fur-
thermore, concerns with genotype data quality will most 
likely affect subsequent analyses and studies beyond the 
initial GWAS [24]. The QC steps of all datasets were per-
formed by Plink2.0 [25]. SNP call rate serves as the ini-
tial step in QC. This process entails filtering out SNPs 
that exhibit high rates of missing data across individuals, 
with a threshold set at 100%. Subsequently, the sample 
call rate filter involves exclusion of samples with sub-
stantial amounts of missing data across SNPs, employing 
a threshold of 95%. The minor allele frequency (MAF) 
is then assessed, representing the frequency of the least 
common allele within a particular population, with a 
threshold of 0.01. LD analysis examines the random asso-
ciation of different genetic loci within the same popu-
lation, employing a threshold of 0.3. Hardy-Weinberg 
equilibrium (HWE) evaluates the relation between allele 
and genotype frequencies, with SNPs having a p-value 
< 1× 10−5 considered as outliers and subsequently 
excluded from the dataset. Given the population-based 
nature of our study, individuals such as twins, first cous-
ins, and other family members are excluded based on a 

kinship threshold of 0.0884 [26]. We implemented a rela-
tively relaxed threshold for LD and HWE to facilitate the 
feature selection approaches.

Feature selection methods
In GWAS, a genotyping dataset may contain thousands 
of samples and up to four million SNPs, leading to the 
curse of dimensionality. Additionally, irrelevant and 
insignificant variants can hinder ML techniques from 
accurately identifying true SNP-SNP relationships within 
the dataset [27]. Directly using the entire dataset to train 
an ML model may result in the model learning noise and 
random fluctuations, leading to overfitting/underfitting. 
Feature selection methods address these challenges by 
focusing on significant variants, thereby reducing data 
dimensionality, optimizing the model, and enhancing 
prediction performance [16, 28, 29]. For this purpose, 
we employed four methods, including LASSO, ridge, 
elastic-net, and mutual information, to select a subset 
of 5000 SNPs. This selection was based on the Bonfer-
roni correction method, which adjusts the significance 
p-value threshold (0.05) to account for the number of 
tests performed [26]. To comply with this correction, 
we used a suggestive p-value threshold of 1× 10−5 for 
association test, as referenced from the NHGRI 
GWAS Catalog [30]. Consequently, feature selection 

Fig. 1  The stepwise workflow of the proposed framework, highlighting the optimal combination of ML methods (shown in bold) 
for the identification of trait-associated variants, followed by validation through post-GWAS analysis. Abbreviations- GWAS: genome-wide association 
studies; SNP: single nucleotide polymorphism; MAF: minor allele frequency; LD: linkage disequilibrium; HWE: Hardy-Weinberg equilibrium; ML: 
machine learning; LASSO: least absolute shrinkage and selection operator; SVR: support vector regression; XGBoost: Extreme Gradient Boosting; 
e-QTL: Expression Quantitative Trait Locus 
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techniques identified 5000 SNPs, aligning with the cor-
rected p-value threshold calculated using the formula 
0.05/number of tests performed (i.e. independent variants).

LASSO
Equation (1) is LR in which ŷi is a dependent variable/
predicted phenotype and has a linear relationship with 
allele xij . βj is regression coefficient, i.e. effect sizes of 
alleles/features, ǫi is normal errors with mean 0 and 
known variance σ 2.

LASSO uses L1 penalty ( snps
j=1 �βj�1) on residual sum 

of squares (RSS) [14]. The main objective of LASSO 
is to regularize and select features by minimizing the 
RSS between actual and predicted values of phenotype 
(yi − ŷi)

2 with L1 added penalty.

Depending on the penalization parameter or the 
strength of penalty α in Eq. (2), some coefficients may be 
precisely zero, which causes only relevant features in the 
model. It provides a sparse solution and minimizes the 
model’s variance and bias.

Ridge regression
Unlike LASSO, ridge regression uses L2 penalty 
(
∑snps

j ‖βj‖
2
2) on RSS [18]. The ridge regression objective 

is to update effect sizes by minimizing the RSS.

The larger the value of penalization parameter α in the 
above Eq. (3), the smaller the coefficients become, but 
never reduce to absolute zero. So, ridge regression does 
not perform feature selection and cannot reduce model 
complexity. However, GWAS data have multicollinearity 
among their features; ridge regression is instrumental in 
avoiding it [31].

Elastic‑net
Elastic-net combines both LASSO (L1 penalty) and ridge 
regression (L2 penalty) [19]. Elastic-net may create a 
greater number of accurately connected features than 

(1)ŷi =

n,snps∑

i=1,j=1

βjxij + ǫi

(2)

L(β̂lasso) = min
βj

1

2n

n�

i=1



yi −

snps�

j=1

βjxij




2

+ α

snps�

j=1

�βj�1

(3)

L(β̂ridge) = min

n�

i=1



yi −

snps�

j=1

βjxij




2

+ α

snps�

j=1

�βj�
2
2

LASSO. It also has a substantially lower false positive rate 
than ridge regression [32].

Here, in the above Eq. (4) α value is a strength of pen-
alty, and l1ratio is elastic-net mixing parameter with 0 
<= l1ratio <= 1. If l1ratio is set to zero, resulting in ridge 
regression, and if its value is set to one, it is equivalent 
to a LASSO penalty. Even if there is collinearity among 
features, elastic-net handles it effectively and keeps mean 
square error at a minimal [33].

Mutual information
Mutual information was first proposed by Shannon [20]. 
This method is widely used for feature selection. Mutual 
information shows how much dependence between two 
random variables.

In the above Eq. (5), I(X, Y) is the mutual informa-
tion of X and Y, where H(X) is entropy of X, and H(X | 
Y) is conditional entropy of X given Y. Mutual informa-
tion values can be equal to zero (independent variables) 
or larger than zero (dependent variables). The larger the 
mutual information value is, the stronger the correlation 
between two random variables. In GWAS, phenotypes 
and genotypes are considered random variables [34].

Association analysis methods
Among selected SNPs through feature selection, asso-
ciation of SNPs was performed to determine signifi-
cant SNPs. For that, conventional GWAS has some 
challenges, such as not taking SNP-SNP interactions 
into account. To address these challenges, we uti-
lized advanced machine learning models, including RF 
[22] and SVR [23], alongside the traditional statistical 
method, LR [21]. For applying these association meth-
ods, the dataset with selected features was split into 
training and testing subsets, with 70% of the data allo-
cated for training and 30% for testing.

Linear regression
LR analysis predicts the value of one variable depending 
on another. The variable that we predict is known as the 
dependent variable, i.e., phenotype. The variable used to 
predict the value of another variable is known as the inde-
pendent variable, i.e. genotype. This type of analysis deter-
mines the coefficients of a linear equation using one or 

(4)
L(β̂elastic−net) = min

βj

1

2n

n�

i=1



yi −

snps�

j=1

βjxij




2

+

α(l1ratio�βj�1 + (1− l1ratio)�βj�
2
2)

(5)I(X, Y) = H(X)−H(X|Y)
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more independent variables that best predict the value of 
dependent variable. LR finds a straight line that minimizes 
the difference between expected and actual output values. 
As explained in Eq. (1), xij is allele that will predict the value 
of ŷi . The regression coefficient is defined as the slope of 
regression line βj and measures effect sizes of allele xij [35].

Random forest
The RF method is an extension of the bagging method, 
as it uses both bagging and feature randomness to gen-
erate an uncorrelated forest of decision trees. The RF 
algorithm is composed of a collection of decision trees, 
with each tree in the ensemble consisting of data points 
selected from a training set with replacement, known 
as the bootstrap sample. Variables that are not used for 
training each tree due to random sampling, also known 
as the out-of-bag (OOB) set, used for internal validation. 
Another instance of randomization is then introduced 
by feature bagging, which increases dataset variety while 
decreasing correlation among decision trees. Feature 
bagging typically occurs at each split within a tree. This 
ensures greater diversity among the decision trees in the 
ensemble and contributes to reducing the correlation 
between them, thereby enhancing the overall robustness 
of the model. In a regression job, the individual decision 
trees will be averaged. Finally, the OOB sample is used 
for cross-validation to finalize the prediction [22]. The 
parameters in RF are n_estimators , which is the number 
of trees, and max_depth , which is the maximum depth of 
the tree [36].

Support vector regression
SVR is a potent ML technique for regression applica-
tions. It works by maximizing the margin between hyper-
plane and nearest data points, or support vectors, and 
determining which hyperplane best fits the training set 
by minimizing cost function as described in Eq. (6). SVR 
uses different kinds of kernels such as sigmoid, polyno-
mial, radial basis function, and linear [23].

In the above Eq. (6), C is inverse regularization param-
eter that controls the strength of penalty, and ξ parameter 
defines the epsilon tube of width |ξ − ξ∗| that training loss 
function does not penalize within, with points expected 
to be close to the actual value of phenotype [36].

XGBoost
XGBoost is a proficient ML method with great efficiency 
and predicted accuracy. It is a tree-boosting methodol-
ogy, which sequentially creates an ensemble of decision 

(6)min
1

2
βj

2 + C
∑

j
(ξj + ξ∗j )

trees to correct errors from previous trees, making it 
highly successful for a wide range of predictive modelling 
problems. XGBoost’s regularization prevents overfitting, 
which is critical for increasing model generalization (see 
Eq. (7)).

where l is loss function, T is number of leaves, γ is regu-
larization parameter for number of leaves, and � is regu-
larization parameter for leaf weights ( βj ). XGBoost also 
enables parallel processing and handles missing informa-
tion, which improves its adaptability and performance. 
This method is well known for its capacity to handle 
large-scale data and generate robust models with excel-
lent predictive power [37].

Evaluation metrics
The performance of each combination of feature selec-
tion and association methods was evaluated on the test 
dataset after the models were trained on the training 
dataset. The evaluation was performed using the coeffi-
cient of determination ( R2 ) [38]. This approach ensured 
that the assessment of performance was based on unseen 
data, providing a robust evaluation of the methods.

In the above Eq. (9), yi is actual phenotype, ŷi is pre-
dicted phenotype, and ȳ is mean of the actual phenotype. 
R2 elucidates the extent to which variance in phenotype 
is explained by genotype data of samples. A R2 = 1 rep-
resents that the given genotype dataset accounts for all 
variations in the phenotype observed in sample data. 
Conversely, a R2 = 0 indicates that genotype dataset does 
not explain any of variations observed in the phenotype. 
R2 serves as a measure of how well the genotype predicts 
the phenotype, with higher values indicating stronger 
predictive power.

Furthermore, another evaluation metric, mean abso-
lute error (MAE), is used, which serves as a measure of 
model accuracy. MAE calculates an average of the abso-
lute difference between values predicted by a model ( ̂yi ) 
and the actual value ( yi ), as shown in the Eq. (10).

(7)obj =

n∑

i=1

l(yi, ŷi)+ γT +
1

2
�

T∑

j=1

β2
j

(8)R2 = 1−
Sum squared residual (SSR)

Sum of squares total (SST)
,

(9)R2 = 1−

∑
(yi − ŷi)

2

∑
(yi − ȳ)2
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MAE is less influenced by outliers due to its linear 
weighting, offering a more balanced assessment of model 
performance. A lower MAE indicates higher accuracy in 
predicting the phenotype based on genotype data.

Dataset
The effectiveness of the proposed ensemble approach 
was evaluated using simulated datasets and validated on 
real and imputed PennCATH datasets.

Simulated dataset
We describe our simulation approach within the ADEMP 
(Aim, Data-generating mechanisms, Estimands, Meth-
ods, Performance) framework [39].

Aim: The simulation aimed to efficiently identify phe-
notype-associated SNPs in GWAS, as outlined above.

Data-generating mechanisms: The simulated dataset 
utilized genotype data from HapMap3 [40], with QT data 
generated using the G2P (Genotype-to-Phenotype) simu-
lation tool [41]. The HapMap3 dataset provided compre-
hensive genotypic information comprising 1,397 samples 
and 1,457,897 SNPs. In the G2P simulation, a single con-
tinuous trait was simulated based on the sum of genetic 
effects derived from HapMap3 genotypes. Heritability 
was set to 0.45, reflecting the average heritability of total 
cholesterol [42, 43]. This approach ensured that the simu-
lated phenotype data mirrored realistic genetic architec-
tures of quantitative traits, such as total cholesterol. The 
simulation process was repeated 100 times to generate 
100 independent simulated datasets.

Estimands: The number of quantitative trait nucleo-
tides (QTNs) was set to 5,000, aligning with the objective 
of selecting 5,000 SNPs following feature selection. The 
effects of these QTNs were modelled using a normal dis-
tribution to reflect realistic genetic contributions.

Methods: The proposed feature selection methods, 
including LASSO, ridge regression, elastic-net, and 
mutual information, were applied to identify SNPs asso-
ciated with the phenotype. These selected SNPs were 
subsequently tested using machine learning-based asso-
ciation methods, including LR, RF, SVR, and XGBoost. 
The ensemble method’s effectiveness was compared 
against individual methods in identifying significant 
SNPs associated with the simulated phenotype.

Performance: The R2 metric was used to evaluate the 
predictive performance of genotype-phenotype asso-
ciations. In practical terms, R2 indicates the extent to 
which genetic variants account for observed phenotypic 
variance, with higher values reflecting stronger predictive 
capability. This metric served as a critical measure for 

(10)MAE =
1

n

n∑

i=1

|(yi − ŷi)|
comparing the performance of different feature selection 
and association methods. Additionally, MAE was used as 
a complementary evaluation metric. Unlike R2 , MAE is 
less influenced by outliers, providing a balanced measure 
of model accuracy.

Real PennCATH dataset
In the PennCATH cohort study, 3,850 individuals partici-
pated in an angiographic CAD case-control GWAS. For 
this study, we utilized a subset of 1,401 samples, which 
are publicly available [44]. For the subset, 861,473 SNPs 
were genotyped using the Affymetrix 6.0 GeneChip plat-
form. The Institutional Review Board of the University 
of Pennsylvania approved the study, and all participants 
provided informed consent along with details regarding 
their ethnicity [45]. The details of PennCATH data are 
explained in the supplementary.

Imputed PennCATH dataset
Before the imputation process, the PennCATH dataset 
was phased using SHAPEIT4 method [46]. Afterwards, 
the phased dataset was imputed using two widely used 
tools, IMPUTE5 [47] and Beagle5.4 [48]. We imple-
mented these two methods based on their strengths in 
addressing different variant frequencies. IMPUTE5 is 
more effective for imputing low-frequency and rare vari-
ants, while Beagle5.4 demonstrates superior accuracy 
for common variant imputation[49]. To generate reli-
able and high-quality imputed datasets, stringent thresh-
olds are applied, including imputation scores >= 90% 
in IMPUTE5-generated datasets and probability scores 
>= 70% in Beagle5.4-generated datasets. The total num-
ber of SNPs generated after IMPUTE5 and Beagle5.4 on 
the PennCATH dataset was 14,848,075 and 8,803,043, 
respectively, while maintaining a consistent sample size 
of 1401 as in the original PennCATH study.

Results
We performed a comprehensive assessment of four 
different feature selection methods and four associa-
tion analysis methods using real PennCATH, imputed 
and simulated datasets. The results of our analyses are 
described below in detail.

Performance evaluation on simulated datasets
Initially, the hapmap genotype dataset consisted of 1397 
samples and 1,457,897 SNPs. The above-mentioned 
QC filters were then applied to this dataset. Following 
the application of SNP call rate filter < 100%, 376,084 
SNPs remained. None of these SNPs had MAF < 0.01 or 
showed significant deviation from HWE (P < 1× 10−5 ). 
All 1397 samples maintained sample call rate above 95%, 
and no samples exhibited familial relationships in the 
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kinship analysis. After LD pruning step, 191,575 SNPs 
were removed, resulting in a final dataset containing 
1397 samples with 184,509 SNPs.

Further, feature selection methods were applied to 
the processed simulated datasets to select 5,000 SNPs. 
For the LASSO method, we set α = 9× 10−4 , for ridge 
regression α = 5× 10−3 , and for the elastic-net method, 
we set α = 0.09 with an optimal l1ratio of 0.5. From each 
method, the top 5000 SNPs were selected based on their 
rankings. Additionally, the mutual information method 
selected the top 5000 SNPs based on their mutual infor-
mation scores. This entire process was repeated across all 
100 simulated datasets.

After feature selection, the selected SNPs were tested 
for association with LDL-cholesterol levels using four 
methods: LR, RF, SVR, and XGBoost. The performance 
of each method was evaluated using R2 and MAE. 
Among all combinations, elastic-net combined with SVR 
consistently outperformed others, achieving an average 
R2 = 0.91 and average MAE = 10.15 (see Table 1). Across 
the 100 simulated datasets, R2 values ranged from 0.83 to 
0.95, while MAE ranged from 4.82 to 19.38, reflecting the 
robustness and reliability of the proposed approach.

Performance validation on PennCATH‑real dataset
The PennCATH-real dataset comprised 1401 samples 
and 861,473 SNPs. Several stringent standards were used 
during data preprocessing to ensure the quality. Some 
688,840 SNPs with call rate < 100% were removed for 
further analysis. Next, SNPs were filtered using two crite-
ria: 1) divergence from HWE (P < 1× 10−5 ) removed 31 
SNPs; 2) MAF > 0.01 removed 41,118 SNPs. Some 61,582 
SNPs were eliminated by LD pruning ( r2 < 0.3). All 1401 
samples had call rate > 95%. Kinship analysis was per-
formed using a threshold of 0.09, which did not remove 
any samples. After implementing all QC measures, the 
final dataset consisted of 1282 samples and 69,902 SNPs.

We applied four different feature selection approaches 
to the above preprocessed PennCATH dataset. For 
LASSO method, we used an α = 4.5× 10−4 , which 
resulted in 5003 SNPs. The ridge regression identified 
top 5000 SNPs at an α value of 5× 10−3 . Likewise, elas-
tic-net approach resulted in 5037 SNPs with an α value 
of 3.3× 10−3 and an l1ratio of 0.5. From the mutual infor-
mation method, we selected the top 5000 SNPs based 
on their mutual information scores. The Venn diagram 
shows the number of overlapping SNPs selected by four 
different feature selection methods (Fig.  2). Some 80 
SNPs were shared by all four methods. The maximum 

Table 1  Performance evaluation of various combinations of feature selection and association methods for all five datasets

Bold values denote the best performance value

Association methods → Linear Regression (LR) Random Forest (RF) Support Vector Regression 
(SVR)

XGBoost

Feature selection ↓ R
2 MAE R

2 MAE R
2 MAE R

2 MAE

Simulated dataset
   LASSO 0.78 12.46 0.39 20.64 0.79 12.16 0.34 21.47

   Ridge 0.84 10.57 0.10 24.13 0.77 12.86 0.04 25.53

   Elastic net 0.90 7.36 0.43 20.18 0.91 10.15 0.35 21.23

   Mutual Information −0.53 32.10 0.02 25.11 −0.51 31.80 −0.05 26.31

PennCATH dataset
   LASSO 0.63 16.056 0.02 26.329 0.65 15.416 −0.04 26.94

   Ridge 0.79 11.576 0.04 25.972 0.79 11.597 −0.37 28.73

   Elastic net 0.86 9.961 0.04 26.018 0.89 8.666 −0.14 27.82

   Mutual Information −0.36 31.257 0.01 26.451 −0.45 32.073 −0.20 28.32

Imputed PennCATH-dataset with IMPUTE5
   LASSO 0.68 14.69 0.04 25.91 0.70 14.31 −0.03 26.65

   Ridge 0.85 10.27 0.06 25.31 0.84 10.64 −0.04 27.09

   Elastic net 0.92 7.29 0.10 26.02 0.94 6.00 0.04 26.06

   Mutual Information −0.35 30.88 −0.01 26.74 −0.45 31.41 −0.08 27.32

Imputed PennCATH-dataset with Beagle5.4
   LASSO 0.71 14.07 0.05 25.98 0.73 13.68 −0.06 26.44

   Ridge 0.77 9.82 0.07 25.81 0.84 10.33 −5.58 27.26

   Elastic net 0.93 6.86 0.07 25.80 0.94 5.88 0.09 24.98

   Mutual Information −0.43 32.26 −0.01 27.03 −0.50 32.92 −0.10 28.17
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overlap of 1572 SNPs was observed between elastic-net 
and ridge regression methods. LASSO and mutual infor-
mation methods shared 1142 SNPs.

After the feature selection step, the selected SNPs were 
tested for association with LDL level using four differ-
ent methods viz. LR, RF, SVR, and XGBoost. The perfor-
mance of each method was evaluated using the R2 and 
MAE. When different feature selection methods were 
paired with various association methods, majority of the 
combinations displayed lower R2 values and higher MAE 
values. For instance, combinations of elastic-net with 
RF under-performed with R2 = 0.04 and MAE = 26.02 
(Table  1). Notably, elastic-net combined with SVR out-
performed other combinations, achieving an R2 of 0.89 
and an MAE of 8.67.

The hyperparameter tuning for RF and XGBoost mod-
els was done, as described in the supplementary mate-
rial, to optimize their performance. For the RF model, we 
obtained the following optimal parameters: max_depth 
= None, min_samples_leaf  = 4, min_samples_split = 2, 
and n_estimators = 400. Similarly, optimal parameters 
for XGBoost model were as follows: learning_rate = 0.1, 
max_depth = 3, and n_estimators = 300. Despite using 
above-optimized parameters, both RF and XGBoost 
could not perform well, as shown in Table 1. The negative 
R2 indicates that the regression model performs worse 
than a simple horizontal line (mean predictor). This is 
probably due to the fact that tree-based methods like RF 
and XGBoost face challenges in predicting unseen values, 
often due to high variance or poorly detected patterns in 
the data [50]. Their predictions tend to be constrained 
between the maximum and minimum values observed in 
the training data. This limitation is particularly evident 
when predicting patterns for QTs [51].

Further, we proceeded with 5000 SNPs that were 
obtained from the best-performed combination of fea-
ture selection and association method, namely, elastic-
net with SVR method. We calculated the permutation 
importance scores for these 5000 SNPs, as per details 
provided in [52]. These scores were used to evaluate the 
relative importance of each SNP in explaining the vari-
ance in LDL-cholesterol levels. Based on these scores, we 
identified the top 100 SNPs having the most impact on 
LDL-cholesterol levels. A comparative graph of the per-
mutation importance scores for all 5000 SNPs and the 
top 100 SNPs selected through the elastic-net and SVR 
combination is presented in the supplementary material 
(see Figure S1).

Post‑GWAS analyses
We performed further post-GWAS analyses of top 100 
SNPs identified from the permutation importance score 
of PennCATH-real dataset to elucidate their functional 
and biological role in LDL-cholesterol regulation. These 
analyses provided deeper insights into the genetic mech-
anisms underlying LDL-cholesterol levels and identified 
potential targets for therapeutic intervention.

Comparison with previous findings
At first, we conducted a comprehensive literature search 
to ascertain the experimentally validated functions of 
SNPs identified in our analysis. The SNP rs4591370 
obtained from PennCATH-real dataset has been previ-
ously reported to be significantly (P = 8.2× 10−9 ) asso-
ciated with circulating LDL-cholesterol concentrations 
[53]. Further, rs7232775 showed association with blood 
urea nitrogen (P = 8.0× 10−14 ) [54]; and rs12438724 
has been associated with fibrotic idiopathic interstitial 
pneumonias (P = 4.10× 10−8 ) [55]. Both these SNPs 

Fig. 2  Venn diagram illustrating the distribution of shared and distinct SNPs of real-PennCATH dataset among four feature selection methods. 
Some 80 SNPs were common across all four methods. The legend colors show the four feature selection methods, and the number of SNPs selected 
by each method is shown in parentheses. Abbreviations- LASSO: least absolute shrinkage and selection operator; MI: mutual information
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have been related to cholesterol levels in blood serum. 
Next, we also searched the genome-wide repository of 
associations between SNPs and phenotypes (GRASP) 
[56] database to get relevant literature associated with 
our resultant SNPs. Notably, among 100 identified SNPs, 
23 were experimentally validated to be associated with 
LDL-cholesterol and/or LDL-cholesterol-related diseases 
such as coronary artery disease (CAD), high blood pres-
sure, and Alzheimer’s disease. Table S2 provides detailed 
information on these 23 SNPs with their corresponding 
p-values.

eQTL analysis
The expression quantitative trait locus (eQTL) analysis 
serves as a fundamental tool for elucidating the regula-
tion of gene expression. The genotype-tissue expression 
(GTEx) [57] and eQTLGen consortium [58] were uti-
lized to investigate SNP expression across specific tissues 
and whole blood. Additionally, we assessed expressions 
of genes using functional mapping and annotation of 
genome-wide association studies (FUMAGWAS) [59]. 
The GENE2FUNC tool of FUMAGWAS was used to 
assess tissue specificity based on genes annotated from 
identified SNPs, that are more (or less) expressed in a 
specific tissue compared to all other tissues. Among the 
top 100 SNPs identified through our framework, eQTL 
analysis resulted in 64 SNPs and 60 genes with signifi-
cantly higher expression levels (P < 0.05) in various tis-
sues, including whole blood, adipose (both visceral and 
subcutaneous), fibroblast, oesophagus (gastroesophageal 
junction and mucosa), heart, artery, pancreas, brain, and 
thyroid. These organs are also identified in the expres-
sion analysis of genes annotated from identified SNPs 
from FUMAGWAS. The differentially expressed genes 
(DEG) were significantly enriched for heart, liver, pan-
creas, blood, etc. These tissues play a key role in regulat-
ing cholesterol levels. Figure  3A highlights the affected 
tissues/organs resultant from both eQTL and expression 
analyses. All eQTLs and non-eQTLs identified from our 
framework are shown in Fig. 3B. Furthermore, differen-
tial expression analysis of annotated genes highlights 
the involvement of previously identified genes known 
to regulate LDL-cholesterol. For instance, APOB gene, a 

well-known carrier of LDL-cholesterol, exhibited differ-
ential expression in the liver, small intestine, and heart 
[60, 61]. Also, RAB2A gene is involved in cholesterol 
efflux mechanisms [62], and TRAPPC9 is associated 
with serum LDL-cholesterol levels [63]. Both these genes 
showed differential expression patterns, further empha-
sizing their importance in cholesterol homeostasis. A 
heatmap of the corresponding genes and their expression 
is visualized in Fig.  3D. The p-values of these 64 SNPs 
across various tissues can be found in supplementary 
Table S1. These findings identify SNPs that influence spe-
cific tissues/organs, potentially contributing to traits and 
diseases associated with fluctuating cholesterol levels. 
The tissue-specific effects of these SNPs may drive the 
distinct biological processes involved in modifying cho-
lesterol levels.

Variants involved in transcriptional regulation
In order to interpret the effects of SNPs, it is crucial to 
study their impact on gene regulation mechanisms. SNPs 
often alter gene regulation through changes to tran-
scription factor binding sites (TFBS) [64]. Since intronic 
and intergenic regions have the highest concentration 
in identified SNPs, searching for TFBS could be benefi-
cial. This can help to understand the molecular pathways 
through which SNPs impact the phenotype of interest. 
SNP2TFBS database [65, 66] was used to identify and vis-
ualize the SNPs affecting the TFBSs. Transcription fac-
tor (TF) enrichment plot generated from SNPs identified 
in our proposed pipeline highlights significant associa-
tions (P < 0.05) with cholesterol-related TF (Fig. 3C). For 
instance, the absence of GATA4 TF leads to increased 
plasma cholesterol levels [67] and has an association with 
LDL-cholesterol [68]. Overexpression of GATA2 leads 
to increased cholesterol efflux from macrophages [69]. 
GATA2 also play a role in regulating cholesterol storage 
[70]. Inhibition of FOS TF impacts cholesterol biosyn-
thesis, and JUN family TFs, acting as heterodimeric part-
ners of FOS, influence cell membrane composition in the 
presence of cholesterol [71]. The absence of MECOM TF 
reduces LDL uptake by human umbilical vein endothelial 
cells by four-fold [72]. Additionally, NR4A2 TF inhib-
its oxidized LDL uptake by macrophages, diminishes 

Fig. 3  Post-GWAS analysis of top 100 SNPs identified using PennCATH-real dataset through our proposed framework. A Visualization of tissues/
organs exhibiting enrichment of identified SNPs and annotated genes, affected by fluctuations in LDL cholesterol levels, B Chromosomal mapping 
of eQTLs and non-eQTLs in identified SNPs, C Enrichment-plot of TFs detected from identified SNPs, D heatmap of DEG annotated from identified 
SNPs in corresponding tissues, E GO analysis of annotated genes, F Top pathways, phenotypes, and proteins enriched from annotated genes. 
Abbreviations- GWAS: genome-wide association studies; SNP: single nucleotide polymorphism; LDL: low-density lipoprotein; eQTL: expression 
quantitative trait locus; TF: transcription factor; DEG: differentially expressed genes; GO: gene ontology; BP: biological process; CC: cellular 
component; MF: molecular function

(See figure on next page.)
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Fig. 3  (See legend on previous page.)
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pro-inflammatory cytokine and chemokine expression, 
and is associated with blood pressure regulation [73, 
74]. Moreover, we identified important TF binding sites 
such as BATF_JUN, Myb, En1, and PAX5, enriching 
our understanding of cholesterol-related transcriptional 
regulation.

Functional enrichment analysis
Since most of the resultant SNPs are located in noncoding 
regions of the genome, we conducted regulatory region 
enrichment analysis using HaploReg v4.2 [75], based 
on data from the Roadmap Epigenomics Consortium. 
Majority of the identified SNPs, along with their proxy 
SNPs within the LD range ( r2 > 0.8 ), show significant 
enrichment for enhancer regions (including promoter 
and enhancer histone modifications) DNase sensitivity, 
and motif alterations, particularly in whole blood, heart 
(left ventricle), and pancreas tissues. Detailed results are 
provided in the supplementary Table S7.

The enrichment analysis was performed to reveal sig-
nificantly enriched biological processes, pathways, regu-
latory motifs and protein complexes. We used g:Profiler, a 
web server for functional enrichment analysis, to perform 
the gene ontology (GO) analysis [76]. The significantly 
enriched molecular functions, biological processes, and 
cellular components involved majority of binding func-
tions like protein, ion and small molecule, cellular and 
developmental processes, and cytoplasm and membrane, 
respectively. The top GO terms are shown in Fig. 3E. The 
pathway enrichment analysis revealed pathways related 
to insulin secretion, synapse and heparan sulphate.

Functional gene annotation
The annotated genes from identified SNPs were also 
involved in various cholesterol-modulated pheno-
types. For instance, TRAPPC9 gene [63] is responsi-
ble for obesity-related traits (a condition characterized 
by elevated LDL-cholesterol) [77]. Additionally, higher 
LDL-cholesterol has been linked to major depressive 
disorders [78], and genes associated with these condi-
tions, such as CCL24 [79], have been identified as well. 
Further, LDL-cholesterol levels are suggestively associ-
ated with FCHO2 gene, which plays a crucial role in the 
clearance of LDL-cholesterol from the bloodstream [80]. 
Moreover, EEPD1 gene (endonuclease-exonuclease-
phosphatase family domain containing 1) functions as 
part of the LXRs (Liver X Receptors)-regulated program, 
promoting ABCA1-dependent (ATP-binding cassette 
transporter A1) cholesterol efflux from macrophages 
[81]. Conversely, gene annotation identified genes asso-
ciated with syndactyly, a condition characterized by 
fused digits, which showed a correlation with decreased 
serum cholesterol levels [82, 83]. Notably, proteins such 

as fructose-bisphosphatase-1 (FBPase) and synaptotag-
min-1 were identified as regulators of abnormal cardiac 
atrium morphology, such as atrial fibrillation (AF), where 
both low cholesterol-levels and high cholesterol variabil-
ity were linked to increased AF risk [84]. Furthermore, 
these two proteins are also implicated in hyperventilation 
conditions. Liver FBPase is known to be upregulated by 
obesity and dietary fat intake, suggesting a potential link 
between LDL and FBPase activity [85]. Cholesterol deple-
tion disrupts synaptotagmin-1-induced membrane bend-
ing, which impairs synaptic transmission and neuronal 
function [86]. Additionally, glypican-6 regulates cardio-
myocyte growth via the ERK1/2 signalling pathway [87], 
which is also involved in cholesterol trafficking [88]. Gus-
tafsen, Camilla, et al. suggested in their study to investi-
gate the specificity of interaction between glypicans and 
PCSK9 [89], which may give a biological understanding 
of increasing circulating LDL-cholesterol levels [90].

The identified SNPs were annotated to proteins using 
the CORUM database within g:Profiler. Among the anno-
tated protein complexes, we identified several notewor-
thy associations with cholesterol. Firstly, the ternary 
complex containing GATA4, SRF, and MYOCD was 
observed, wherein cholesterol loading suppressed the 
expression of MYOCD [91]. Additionally, the ELMO1-
DOCK2 complex, annotated from identified SNPs, 
revealed cholesterol sulfate as a potent inhibitor of 
DOCK2 [92]. The FAK-beta5 integrin complex (VEGF-
induced complex) demonstrated cholesterol’s regulatory 
role in VEGF:VEGFR-1 signalling, influencing cell migra-
tion and viability, potentially impacting disease progres-
sion [93] and also regulating the innate immune response 
[94]. Furthermore, the KCNMA1-LRRC26 complex 
highlighted the importance of KCNMA1 in cholesterol 
transport, as evidenced by significant cholesterol accu-
mulation in the absence of KCNMA1 in mouse embry-
onic fibroblasts. This finding suggests a conserved role 
for KCNMA1 in the efficient cholesterol transport, impli-
cating its importance in human physiology as well [95]. 
The top enriched pathways, phenotypes, and proteins are 
displayed in Fig. 3F.

Drug targets analysis
In this study, we analyzed potential drug targets among 
resultant genes associated with diseases influenced by 
cholesterol level fluctuations. For instance, Mipom-
ersen, an antisense oligonucleotide drug targeting APOB 
gene, is used to treat homozygous familial hypercholes-
terolemia by inhibiting APOB synthesis [96]. Similarly, 
Baricitinib and Leflunomide, anti-rheumatic drugs tar-
geting PTK2B gene, are used to treat Alzheimer’s dis-
ease by inhibiting Janus kinases [97]. Auranofin, acting 
through PTPN12-ErbB-2 signalling axis, reduces damage 
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from myocardial ischemia/reperfusion injuries by target-
ing the PTPN12 gene [98].

Gene targets for personalized medicine treatments
Our pipeline also identifies genes that can be utilized 
in personalized medicine treatments. For instance, 
deficiency in the conserved oligomeric Golgi complex 
subunit 6 (COG6) gene causes congenital disorders of 
glycosylation (CDG), a rare autosomal recessive dis-
ease. Li G. et  al. conducted a targeted NGS study on 
COG6, uncovering compound heterozygous variants 
that broaden the mutation spectrum and extend the gen-
otype-phenotype relationship in CDG [99]. Moreover, 
ATXN1, a dosage-sensitive gene, is involved in neuro-
degenerative disorders like spinocerebellar ataxia type 1 
and Alzheimer’s disease. Nitschke L. et al. reported that 
mutations in miR760’s binding site within the 5’ UTR or 
in the 3’ UTR binding sites of miRNAs and RNA-bind-
ing proteins could increase ATXN1 expression, causing 
ataxia symptoms. These findings underscore the impor-
tance of identifying ATXN1 regulatory regions and per-
forming whole-genome sequencing in ataxia patients to 
identify potential disease-causing mutations in non-cod-
ing regions [100].

Performance evaluation on other datasets
The performance of feature selection and association 
analysis methods was further assessed on two imputed 
datasets of the same PennCATH study. The basic QC 
steps were applied to these two datasets, as described 
in the Methods  section. Next, we separately passed the 
preprocessed datasets to four feature selection methods 
to select approximately 5000 SNPs from each method. 
Afterwards, we performed association analysis on these 
selected SNPs using four ML-based methods, adher-
ing to the same hyperparameters as outlined for the 
PennCATH-real dataset. The results obtained from dif-
ferent combinations of feature selection and association 
analysis methods using imputed datasets are summarized 
in Table  1. Again, elastic-net combined with SVR out-
performed other combinations of feature selection and 
association analysis methods, consistent with the results 
obtained from PennCATH-real dataset.

Performance comparison with conventional GWAS 
approach
Conventional GWAS methods often face challenges in 
accurately identifying phenotype-associated variants 
due to their reliance on stringent p-value thresholds and 
linear modelling approaches. In our analysis of the pro-
cessed PennCATH-real dataset, which consists of 1282 
samples and 69,902 SNPs, we performed a conventional 
GWAS pipeline using Plink2.0 with LDL cholesterol as 

the phenotype and 10 principal components as covari-
ates. The results revealed no SNPs meeting the standard 
genome-wide significance p-value threshold ( 5× 10−8 ), 
while only two SNPs achieved a p-value threshold of 
5× 10−6 , and nine SNPs fell within the suggestive thresh-
old of 5× 10−5 . Among these 11 SNPs, two exhibited 
negative effect sizes, and only two SNPs were associated 
with LDL cholesterol or cholesterol-related diseases. 
Notably, rs3017499, expressed in adipose tissue [57], 
was identified as common between the conventional 
and proposed GWAS pipelines. Additionally, two genes 
were also common between conventional and proposed 
approaches, including TRAPPC9, which has been linked 
to serum LDL cholesterol levels [63].

In addition to the PennCATH-real dataset, we com-
pared conventional GWAS methods with the proposed 
ensemble approach across 100 simulated datasets. The 
results demonstrated that the conventional GWAS pipe-
line identified between 0 to 5 QTNs, whereas the pro-
posed pipeline consistently identified 8 to 29 QTNs. 
These QTNs were simulated as normally distributed dur-
ing the generation of 5000 QTNs for the continuous trait. 
These findings underscore the challenges of conventional 
GWAS in detecting meaningful associations, particularly 
for traits with complex genetic architectures.

Polygenic risk score analysis
Polygenic risk score (PRS) analysis is a widely used 
approach to quantify the cumulative genetic risk of a trait 
by aggregating the effects of multiple SNPs. PRS models 
are especially valuable in predicting disease susceptibil-
ity and validating feature selection methods in genomic 
studies. Therefore, we performed an additional compara-
tive analysis to assess the predictive power of PRS models 
using our proposed feature selection method in compari-
son to conventional GWAS approaches. For this purpose, 
the PennCATH-real dataset was split into a training set 
(897 samples, 69,902 SNPs) and a validation set (385 
samples, 69,902 SNPs). PRS analysis was performed 
using PRSice-2 package available in R software [101]. We 
used various p-value thresholds to determine the optimal 
set of SNPs contributing to polygenic risk prediction. The 
conventional GWAS-based PRS model included all SNPs 
that met a predefined significance threshold, whereas the 
elastic-net-based PRS model was built using the 5000 
SNPs selected through our proposed feature selection 
approach.

The performance of PRS models was evaluated based 
on the R2 . Under the conventional GWAS framework, 
the PRS model achieved an R2 of 0.086 at the best 
p-value threshold ( 10−5 ), demonstrating modest predic-
tive power. In contrast, PRS model incorporating elastic-
net-selected SNPs showed a substantial improvement, 
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achieving an R2 of 0.56. These findings demonstrate 
that our proposed feature selection approach enhances 
PRS predictive performance by prioritizing the most 
informative SNPs. By selecting the most relevant SNPs, 
this method effectively reduces noise and enhances sig-
nal detection, ultimately leading to a better estimation of 
genetic risk.

While our proposed feature selection approach 
enhances PRS predictive performance, we recognize a 
small sample size of our analysis, and the base and tar-
get datasets are from the same GWAS cohort. Since 
PRS models rely on effect sizes estimates obtained from 
GWAS summary statistics dataset(i.e. base dataset), 
using samples from the same cohort can inflate predic-
tive performance due to overfitting or shared popula-
tion structure. In contrast, PRS models generally provide 
more reliable and generalizable results when applied to 
larger, independent datasets, where the genetic effect 
sizes are estimated from a broader and more diverse pop-
ulation [102].

Despite these constraints, our approach demonstrates 
the potential of integrating machine learning-based fea-
ture selection with PRS analysis to improve disease sus-
ceptibility prediction. Future studies should validate this 
approach using larger datasets to establish its robustness 
and clinical relevance in genomics research.

Discussion
The emergence of GWAS has significantly enriched our 
understanding of human disease genetics in the past two 
decades, transitioning from analyzing common variants 
to exploring rare variants. GWAS findings provide valu-
able insights into disease biology, aiding in clinical appli-
cation and revealing population-level risk stratification.

In this work, we integrated ML-based feature selection 
with association analysis to address the challenges of false 
negatives, epistasis interactions, and missing heritability. 
Our proposed approach offers alternative strategies to the 
conventional dependency on stringent p-value thresholds 
used in GWAS. We used various ML techniques for fea-
ture selection, including LASSO, ridge, elastic-net, and 
mutual information. Each of these techniques selected 
approximately 5000 SNPs on the PennCATH-real data-
set. Further, we evaluated the associations between these 
selected SNPs and LDL-cholesterol levels using LR, RF, 
SVR, and XGBoost methods. Notably, employing the 
elastic-net for feature selection in combination with SVR 
yielded promising results, as evidenced by an R2 of 0.89 
and an MAE of 8.66. To evaluate the robustness of our 
proposed approach, we conducted additional assess-
ments using two imputed datasets, 100 simulated data-
sets and one low-frequency variant dataset. Similar to the 
PennCATH-real dataset, the combination of elastic-net 

with SVR outperformed other feature selection and asso-
ciation method combinations across all these datasets. 
The low-frequency variant datasets were generated from 
the imputed PennCATH-real dataset, and details for the 
same are provided in the supplementary material, spe-
cifically in Tables S3, S4, S5, and S6. These promising 
results are likely due to the selection of 5000 SNPs using 
the Bonferroni correction method rather than the con-
ventional stringent p-value threshold. Furthermore, the 
improved performance can be attributed to the ability of 
elastic-net method to account for SNP-SNP interactions 
during feature selection.

However, other feature selection and association algo-
rithm combinations did not perform well. We also con-
sidered a popular non-linear ML method, XGBoost, for 
association tests, which is known to have a comparative 
performance in case-control GWAS [12]. However, in 
our analysis, this method did not perform well for QT 
studies. Next, in the  PennCATH-real dataset,  based on 
permutation feature importance scores, we ranked top 
100 most effective SNPs out of 5000 selected SNPs from 
the combination of elastic-net and SVR methods.

In post-GWAS analyses, we conducted functional 
enrichment to gain insights into the biological signifi-
cance of 100 SNPs identified from our proposed frame-
work. Initially, we studied the expression patterns of 
these SNPs across different tissues and observed signifi-
cant association to expression levels in tissues/organs 
known to play crucial roles in regulating cholesterol 
levels, including whole blood, adipose tissue, heart, and 
pancreas. Additionally, our study demonstrates the sig-
nificant enrichment of down-regulated and both-sided 
DEG sets in the same tissues/organs. Notably, genes 
such as APOB, RAB2A, and TRAPPC9 exhibit differen-
tial expression patterns across various tissues, highlight-
ing their potential role in cholesterol homeostasis. In 
addition to these three genes, our study also identified 
CCL24, EEPD1, and FCHO2, which are already known to 
be associated with LDL-cholesterol.

Although most of the identified SNPs are located in 
non-coding regions, they are enriched for regions that 
activate transcription through TFBS. Key findings of such 
SNPs include the role of GATA4 TF in plasma cholesterol 
regulation, the impact of GATA2 on cholesterol efflux 
and storage, and the influence of FOS and JUN TFs on 
cholesterol biosynthesis and cell membrane composition. 
Additionally, MECOM deficiency affects LDL uptake, 
while NR4A2 inhibits oxidized LDL uptake. Moreover, 
the identified SNPs play significant roles in enhancer 
regions, exhibit DNase activities, and show changes in 
motif regions in whole blood, heart, and pancreas tissues.

Furthermore, GO analysis highlighted the involve-
ment of annotated genes in binding functions, cellular 
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and developmental processes, as well as cytoplasmic 
and membrane-related activities. Pathway enrichment 
analysis unveiled significant enrichment of pathways 
associated with insulin secretion, synapse function, 
and heparan sulfate metabolism, indicating potential 
biological mechanisms underlying the observed asso-
ciations with LDL-cholesterol. Additionally, the anno-
tated genes exhibit intricate role of LDL-cholesterol 
in regulating obesity, major depressive disorders, syn-
dactyly, abnormal cardiac morphology, and neuronal 
function. Furthermore, the involvement of key proteins 
such as FBPase, synaptotagmin-1, and glypican-6 sug-
gests potential pathways through which LDL-choles-
terol modulates various physiological processes. The 
potential of synaptotagmin-1 as a therapeutic target for 
neurodegenerative and neurodevelopmental diseases is 
noteworthy due to its involvement in synaptic transmis-
sion and neuronal function. Addressing the specific-
ity of interactions between glypicans and PCSK9 may 
offer insights into mechanisms influencing circulating 
LDL-cholesterol levels. Moreover, the annotation of 
identified SNPs to protein complexes further reveals the 
importance of cholesterol in modulating cellular func-
tions and signalling pathways, highlighting its potential 
implications in innate immunity, disease progression 
and cellular homeostasis.

In addition, our proposed framework identifies poten-
tial drug targets among genes associated with cholesterol-
related diseases. For example, Mipomersen targets APOB 
for treating familial hypercholesterolemia, Auranofin 
targets PTPN12 to reduce myocardial ischemia, while 
Baricitinib and Leflunomide target PTK2B for Alzhei-
mer’s. Further, genes like COG6 and ATXN1 hold prom-
ise for personalized medicine in conditions like CDG and 
neurodegenerative disorders, respectively. In summary, 
the identified SNPs, genes, and proteins provide valuable 
insights into potential therapeutic targets for managing 
cholesterol-related diseases.

The current challenge in our study is the inability to 
use other large GWAS datasets in our framework due to 
their unavailability. Future studies should focus on incor-
porating these large datasets to improve the robustness 
and reliability of our proposed framework for detecting 
genetic associations related to complex traits. This would 
enable a more thorough evaluation of our methodology 
and its effectiveness in identifying meaningful genetic 
associations across diverse populations, thereby advanc-
ing our understanding of complex diseases.

Conclusion
In conclusion, our proposed ensemble learning approach, 
which integrates elastic-net with SVR, effectively identi-
fies variants associated with QTs. Our comprehensive 

analyses demonstrate that elastic-net effectively miti-
gates the issue of multicollinearity, while SVR alleviates 
limitations imposed by stringent p-value thresholds. 
Moreover, our approach follows an in-depth biologi-
cal enrichment analysis to further reduce the false posi-
tive rate. We anticipate that the integration of T2T and 
pangenome references will further enhance the utility of 
our approach in future GWAS.
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