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Abstract 

Background Chromosomes of species exhibit a variety of high-dimensional organizational features, and chromatin 
loops, which are fundamental structures in the three-dimensional (3D) structure of the genome. Chromatin loops 
are visible speckled patterns on Hi-C contact matrix generated by chromosome conformation capture methods. The 
chromatin loops play an important role in gene expression, and predicting the chromatin loops generated dur-
ing whole genome interactions is crucial for a deeper understanding of the 3D genome structure and function.

Results Here, we propose CGLoop, a deep learning based neural network framework that detects chromatin loops 
in Hi-C contact matrix. CGLoop combines the convolutional neural network (CNN) with Convolutional Block Attention 
Module (CBAM) and the Bidirectional Gated Recurrent Unit (BiGRU) to capture important features related to chro-
matin loops by comprehensively analyzing the Hi-C contact matrix, enabling the prediction of candidate chromatin 
loops. And CGLoop employs a density based clustering method to filter the candidate chromatin loops predicted 
by the neural network model. Finally, we compared CGloop with other chromatin loops prediction methods on sev-
eral cell line including GM12878, K562, IMR90, and mESC. The code is available from https:// github. com/ wllwu liliw ll/ 
CGLoop.

Conclusions The experimental results show that, loops predicted by CGLoop show high APA scores and there 
is an enrichment of multiple transcription factors and binding proteins at the predicted loops anchors, which outper-
forms other methods in terms of accuracy and validity of chromatin loops prediction.
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Background
Chromatin is not linearly arranged in the nucleus but 
exists in the nucleus in a multiple folded and entangled 
state in space, thus forming complex 3D structure of 
the genome. The folded state of the genome in 3D space 

leads to the formation of interactions between local or 
distal regions of chromatin, which in turn regulates the 
gene transcription process, so the folded structure of the 
genome directly affects the transcription and expression 
of genes, and is closely related to the regulation of cellu-
lar functions [1].

Over the past decades, a variety of approaches have 
emerged to study the intrinsic complexity of 3D genomes, 
among which, many of them originated from the con-
cept of chromosome conformation capture technology 
(3 C) [2], and with the development of this technology, 
researchers have revealed the multilevel structure of 3D 
genome organization, such as A/B compartments, topo-
logical association structure thresholds (TADs) and chro-
matin loops [1].
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As the fundamental component of the 3D genome 
structure, chromatin loops have been interpreted as 
structures formed by pairs of chromatin anchors that 
are far apart in linear distance from each other in the 
genome but are spatially close to each other. Chromatin 
loops are formed through complex molecular interac-
tions and structural regulation, and studies have shown 
that the structure of chromatin loops is closely associ-
ated with a variety of binding factors that include, but are 
not limited to, histone modifying enzymes, transcription 
factors, and chromosomal regulatory proteins [3, 4]. The 
chromatin loop structure can maintain a high degree of 
chromatin organization and functionality, thereby affect-
ing gene expression and chromosome function.

With the rapid development of next-generation 
sequencing technologies, a series of derived technolo-
gies have emerged for in-depth study of the structure and 
function of chromatin loops. High-throughput chromo-
some conformation capture (Hi-C) [5, 6] is a derivative 
of chromosome conformation capture technology, which 
obtains information on pairwise interacting segments 
of chromatin by biotechnologically immobilizing chro-
matin segments that produce contacts, and it has been 
widely applied to a variety of biological informatics fields. 
Combining high-throughput sequencing technology 
and bioinformatics analysis methods to study the spatial 
information of chromatin loops on a genome-wide scale 
can help to deeply understand gene expression networks 
and provide important theoretical support for life science 
research.

Currently, several research methods on chromatin 
loops have been built on the basis of Hi-C technology [5, 
7, 8]. They can be broadly categorized into two groups, 
the first utilizing signal enrichment statistics and the sec-
ond based on machine learning and deep learning.

There are several approaches that utilize signal enrich-
ment statistics, for example, Fit-Hi-C [9] performs 
statistical confidence estimation for mid-range intrachro-
mosomal contacts by combining the polymer loops effect 
and the bias previously observed in the Hi-C dataset, and 
it identifies significant interactions between chromatin 
segments. HiCCUPS [1] incorporates localized back-
ground into its framework and applies the Poisson test 
and a modified Benjamini–Hochberg to determine signif-
icance, identifying enriched regions as chromatin loops. 
SIP [10] achieves the prediction of chromatin Loops by 
identifying strongly saturated points in the Hi-C matrix, 
and SIP adopted a region-maximization detection algo-
rithm to filter false candidate chromatin loops. Chromo-
sight [11], inspired by computer vision, used a balanced 
normalization procedure to attenuate the experimen-
tal bias and extracted the relevant focal peaks to deter-
mine the location of chromatin loops. MUSTACHE 

[12] uses a scale-space theory of the contact matrix to 
report locally enriched pixels as chromatin loops, with 
good results in a prediction task. With the wide applica-
tion of machine learning and deep learning technology, 
a series of new chromatin loop prediction methods have 
emerged in society. Notably, Peakachu [13], as a super-
vised learning method, predicts chromatin loops in the 
genome-wide contact matrix by constructing a random 
forest framework. DeepLUCIA [14], based on deep 
learning, achieves the prediction of chromatin loops in 
3D genomes by learning genomic sequence features and 
epigenomic information features of Hi-C paired-end 
reads. The DeepLoop [15] method consists of two parts: 
the LoopDenoise model for image noise reduction and 
the LoopEnhance model for signal enhancement, and it 
implements chromatin interaction mapping from low-
depth Hi-C data. The two-branch network of GILoop 
[16] extracts pixel-level features and edge-informative 
features from two different view representations of 
images and graphs, respectively, and it identifies genome-
wide chromatin loops. Another new deep learning-based 
framework, DLoopCaller [17], predicts chromatin loops 
by integrating raw Hi-C contact matrix data and acces-
sible chromatin landscape data.

Although these computational methods have made 
great progress, they still have some drawbacks, such as 
inadequate feature extraction and high false positives. 
All these limitations have stimulated the development 
of computational analysis. Considering the power of 
deep learning in capturing the features of complex data, 
there is still a great potential for using deep learning 
methods to adequately capture the features of chro-
matin loops, and improve the prediction of chromatin 
loops.

Here, we propose CGLoop, a deep learning method 
based on convolutional neural networks (CNN) [18, 19] 
and the cyclic neural network variant, bidirectional gated 
recurrent units (BiGRU) [20–22], for predicting chroma-
tin loops based on Hi-C contact matrix. CGLoop uses 
the convolutional neural network with Convolutional 
Block Attention Module (CBAM) [22–24] to extract the 
local features of the matrix and then combines BiGRU 
to obtain the sequential feature variant among adjacent 
regions. Then, CGLoop obtains the candidate chromatin 
loops with prediction scores and clustering to filter the 
false candidate chromatin loops based on the density. In 
the experiment part, we conducted a series of validation 
analyses for chromatin loops prediction, such as APA 
analysis [1, 25, 26], transcription factor binding analy-
sis [27–29], and binding protein enrichment analysis [6, 
26, 27, 30, 31], etc., and the results demonstrated that 
CGLoop has a good performance compared with other 
methods.
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Methods
CGLoop is a deep learning method capable of identify-
ing chromatin loops in 3D genomes. CGLoop takes Hi-C 
contact matrix as input, and regards the prediction of 
chromatin loops as a binary classification problem. The 
prediction of chromatin loops by CGLoop is mainly 
divided into five steps: (i) Generating sub-matrices. 
Chromatin loops correspond to the elements of the Hi-C 
contact matrix. And centered on the elements, the Hi-C 
contact matrix is cut to Generate submatrices of size 21 
× 21. (ii) Extracting the local features. CGLoop uses the 
convolutional neural network and CBAM (CNN-CBAM) 
to capture the local features of each submatrix. (iii) 
Extracting sequential features among adjacent regions. 
CGLoop uses BiGRU to obtain the sequential features 
contained in adjacent regions inside each submatrix. (iv) 
Prediction. By extracting the features of the submatrix, 
CGLoop estimates and outputs the probability that the 
chromatin interaction fragments corresponding to the 
center of the submatrix form a chromatin loop. (v) Clus-
tering. The candidate chromatin loops obtained in the 
previous steps are clustered based on density to obtain 
the final chromatin loop predictions. The workflow of 
CGLoop is shown in Fig. 1.

Generating submatrices
CGLoop uses the Hi-C contact matrix M as input, and 
the Hi-C data sources are provided in Table S1 of Supple-
mentary file 1. The results of all methods in this manu-
script were performed at 5  kb resolution and are based 
on the same Hi-C data, Cool data obtained by the Hic-
explorer method [32]. For a chromosome, we split it 
into subregions with the same length (resolution, 5 kb in 
default), and each sub-region refers to a bin. In the Hi-C 
contact matrix, M[i, j] represents the contact frequency 
between i-th bin and j-th bin. Bij represents the bin-pair, 
which is composed by the i-th bin and j-th bin, and it 
also corresponds to the coordinates of the Hi-C contact 
matrix, as shown in Fig. 2. On the linear chromosome, Bij 
corresponds to the coordinates of the two fragments (i-th 
bin and j-th bin) that generate interaction. In the Hi-C 
contact matrix, Bij corresponds to the coordinate of the 
center of the submatrix in the Hi-C contact matrix. That 
is, Bij represents a coordinate, so Bij can also be described 
as [i, j]. Based on M, we predict whether each bin-pair 
is the two fragments that form the anchors of the chro-
matin loop. In order to remove the systematic bias in the 
Hi-C data, CGLoop first uses KR [33] normalization to 
process the original Hi-C contact matrix.

We select the center of the submatrix from the upper 
right corner area of the Hi-C contact matrix with a step 
length of 1. In addition, it is generally believed that there 

are usually strong interactions at the chromatin loop 
anchors [1]. However, if the bin-pair has a small distance 
in the linear chromosome, they also typically have strong 
interactions. Meanwhile, if the bin-pair has large distance 
in the linear chromosome, the probability that they form 
a loop is low [13, 34, 35]. We experimented with different 
threshold settings, see Table S5 of Supplementary file 1, 
here we set the default threshold between 30 Kb- 3 Mb. 
So, if the Bij is used to generate the submatrix, it should 
satisfy the following conditions:

the M[i,j] denotes the contact frequency at [i,j] in 
the Hi-C contact matrix, and res denotes the resolu-
tion. lower represents the minimum distance between 
anchors(default is 30,000, 3  Kb), upper represents the 
maximum distance between anchors(default is 3,000,000, 
3 Mb).

Next, we use Bij as the center of the submatrix, and 
we define the submatrix with  MSij. Thus,  MSij is the 
submatrix that satisfies the constraint condition (for-
mula 1). Here, we define d as half the number of rows 
(or columns) of the submatrix. We construct the  MSij 
to represent the characteristics of surrounding contact 
and MSij = M[i-d:i + d + 1, j–d:j + d + 1], which means 
elements from (i-d)-th row to (i + d)-th row, and (j-d)-th 
column to (j + d)-th column in M, and it also means that 
the number of rows (columns) of the submatrix is 2 d + 1. 
We refer to the neutron matrix size settings of different 
methods, and try different d value settings, where d = 
10 in the model training to obtain a more stable effect. 
Under different resolutions, we set different submatrix 
sizes, and the evaluation results of the corresponding 
models are shown in Table  S3 of Supplementary file 1. 
We comprehensively considered resource consumption 
and training efficiency, and finally, we set d = 10 to gen-
erate a submatrix with 21 rows and 21 columns for the 
analysis of this method.

Feature extraction
Deep learning models have powerful feature capture and 
fusion capabilities and can independently extract deep 
features from complex data [36–38], which is why deep 
learning is widely used in different fields at present. Con-
volutional neural networks (CNN) have the advantages 
of local awareness and position invariance in captur-
ing matrix data [22, 39–41], so it becomes the choice of 
CGLoop in processing matrix data. The attention mecha-
nism can assign different attention weights according to 
different representations of the input data, enabling the 
model to selectively focus on information that is more 

(1)Bij = [i, j],whereM[i, j] > 1 and
lower

res
≤ i − j ≤

upper

res
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important to the current task [22]. BiGRU can capture 
the timing features of the input data in both forward and 
backward directions [21, 42].

Here, CGLoop chooses to use the CNN, CBAM, and 
BiGRU as the main architecture. CGLoop builds the 
model based on the architecture LSnet [43] and makes 
several improvements on this basis. Instead of using 
multi-layer standard convolution layers (Conv2D) in the 

original model, CGLoop reduces the number of convolu-
tion layers and incorporates deep separable convolution 
(SeparableConv2D) [44] to reduce the amount of com-
putation and number of parameters while maintaining a 
high feature extraction capability. It has been found that 
the convolutional pattern and the way of combining dif-
ferent modules affect the performance of the model, 
especially for our research content: when the number 

Fig. 1 The workflow of CGLoop. a Generating submatrices. b Extracting the local features. F is the feature matrix of the input of CBAM, 
F’’ is the feature matrix of the output of CBAM, and  MCM is the feature matrix of the output of CNN-CBAM. c Extracting sequential features 
among adjacent regions.  MBG is the feature matrix of BiGRU’s output. d model prediction. e Clustering
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of convolutional layers is less, the model performance 
is rather better. Combined with our task requirements, 
CGLoop adjusts the number of different convolutional 
layers and the embedding position of each module, and 
it introduces the CBAM module after one layer of con-
volution, which effectively concentrates the more impor-
tant feature regions. In addition, CGLoop also adjusts the 
structure of the BiGRU layer, which reduces the number 
of neurons in the fully connected layer. In conclusion, 
CGLoop takes the hybrid convolution strategy and the 
efficient embedding between different modules as the 
core, breaks the dependence of the traditional model on 
high parameters and high complexity, and realizes the 
optimal balance between computational efficiency and 
feature extraction performance.

Specifically, CGLoop builds a CNN-CBAM layer com-
posed of two layers of CNN and one layer of CBAM and 
connects the CNN-CBAM layer in series with the BiGRU 
layer. During each MSij is processed by the convolutional 
layers, CBAM is used to focus on salient features. After 
processing by the CNN-CBAM layer, a feature matrix is 
output. Then, the feature matrix after flattening, is input 
into the BiGRU layer for learning the sequential features 

between elements of the feature matrix. Finally, the pre-
diction results are obtained through the fully connected 
layers. With these improvements, our model shows high 
accuracy and robustness while reducing computational 
complexity, especially when dealing with tasks with 
smaller input features matrix, showing higher efficiency 
and performance.

Extracting the local features
CGLoop uses the CNN-CBAM layer to capture the local 
features. For each MSij, CGLoop first captures the local 
information using the convolution operation and then 
adopts the MaxPooling layer to reduce the spatial dimen-
sion of the feature. The convolution operation satisfies 
Eqs. (2, 3):

where W is the convolution kernel matrix, X is the input 
matrix, Y is the output matrix, bias is the bias term, and 

(2)V = conv2(W ,X)+ bias

(3)Y = ϕ(V )

Fig. 2 The correspondence of  Bij on Hi-C contact matrix and linear chromosome. The blue line represents the chromosome, and the yellow 
line represents the fragments of the chromosome. The red box represents the submatrix (whose size is (2 d + 1) × (2 d + 1)), and the coordinates 
of the green square in the Hi-C contact matrix correspond to  Bij
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φ (V) is the activation function, where the convolution 
output V is elu activated.

In CGLoop, in order to further reduce the computa-
tional complexity and improve the efficiency of feature 
extraction, we introduce SeparableConv2D. Separable 
Convolution decomposes the standard convolution into 
two steps: Depthwise Convolution and Pointwise Con-
volution. First, Depthwise Convolution performs con-
volution operation on each input channel separately 
to capture the spatial features within the channel; then, 
Pointwise Convolution integrates the information from 
each channel through a 1 × 1 convolution kernel to real-
ize cross-channel feature fusion. This structure effectively 
reduces the number of parameters and computations 
while retaining the ability of the convolutional layer to 
express features.

CBAM can help the model to focus on important fea-
tures, and CGLoop transports the convolved and pooled 
feature matrix F into the CBAM layer to further extract 
features from the two dimensions of the channel atten-
tion module and spatial attention module. The specific 
calculation formula is shown in Eqs. (4– 7) [43]:

Where F is the feature matrix after convolution and pool-
ing, F’’ denotes the output matrix processed by CBAM, 
and Mc(F) and Ms(F) denote the outputs of the channel 
attention module and spatial attention module, respec-
tively. ⊗ denotes the elemental multiplication.

Finally, the feature matrix F’’ after the CBAM layer is 
convolved and pooled again to obtain the CNN-CBAM 
processed matrix  MCM. The feature matrix  MCM is flat-
tened and input to the subsequent feature extraction 
module.

Extracting sequential features among adjacent regions
Neighboring regions at the centroid of the submatrix 
MSij tend to show higher contact intensity. In addi-
tion, contact features are also evident in the lower left 
background region of the submatrix [1, 26, 45]. There-
fore, CGLoop employs BiGRU to dissect the sequence 
relationships among the neighbors inside the subma-
trix. Here, each feature matrix (MCM) is flattened into a 
sequence of feature vectors fed into the BiGRU layer to 
extract the sequential features of the internal neighbor-
hood of each sample. The input matrix is processed not 

(4)Mc(F) = Channel(F)

(5)Ms(F) = Spatial(F)

(6)F ′ = Mc(F)⊗ F

(7)F ′′
= Ms(F ′)⊗ F ′

only by the forward GRU, but also by the backward GRU. 
Specifically, the updated formula for the forward GRU 
satisfies (8), and the updated formula for GRU satisfies 
(9) [42, 46]:

Where 
−→
ht  and 

←−
ht  denote the left-to-right and right-

to-left hidden states, respectively, GRU denotes the 
GRU unit, and xt denotes the t-th element in the input 
sequence.

Finally, the hidden states of the forward and backward 
GRUs are spliced together to obtain the final hidden state 
ht:

where [;] denotes the vector splicing operation. Finally, 
the feature matrix processed by the two-layer BiGRU is 
passed into the model prediction module.

In each GRU cell, updating the hidden state depends 
on the operation of the input door and the reset door. 
The update gate zt controls how the current hidden state 
ht interpolates between the previous hidden state ht−1 
and the candidate hidden state ht controls the degree to 
which the previous hidden state ht−1 is reset when the 
candidate hidden state h̃t is calculated [47]. The formula 
is as follows:

Where ht−1 represents the hidden state of the previous 
step, xt represents the current input, Wz , Wr , Wh corre-
spond to the weight matrixs of the update gate zt , the 
reset gate rt and the candidate hidden state h̃t respec-
tively, and bz , br and bh are the bias of them. σ is the 
Sigmoid function and tanh is the hyperbolic tangent 
function.

Prediction
The fully connected layer takes the feature matrix output 
from the previous layer as input and makes the final pre-
diction. Using the dropout layer in the process to regu-
larize the network. Finally, after sigmoid activation, the 

(8)−→
ht = GRU(xt ,

−−→
ht−1)

(9)←−
ht = GRU(xt ,

←−−
ht−1)

(10)ht =
[
−→
ht ;

←−
ht

]

(11)zt = σ(wz · [ht−1, xt ]+ bz)

(12)rt = σ(Wr · [ht−1, xt ]+ br)

(13)h̃t = tanh(Wh · [rt · ht−1, xt ] + bh)

(14)ht = (1− zt) · h̃t + zt · ht−1
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model outputs a predicted score in the interval [0, 1] that 
identifies the probability that the sample is a chromatin 
loop.

Clustering
The analysis reveals that the features of the center of the 
matrix and its surrounding pixels possess a high degree 
of similarity. In the Hi-C contact matrix, multiple bin-
pairs belonging to a loop may be reported as multiple 
loops. Therefore, we need to filter multiple prediction 
loops belonging to the same loop and output a represent-
ative loop. Considering that the density-based clustering 
algorithm can cluster the clustered sample points into a 
class [1, 6, 32, 48–50], the clustering method in Peakachu 
[13] was used here to obtain the optimized chromatin 
loop positions. The clustering threshold parameters of 
CGLoop in different cell lines are shown in Table  S2 of 
Supplementary file 1.

Model training and evaluation
Construction of positive and negative samples
We use ChIA-PET(CTCF) and HiChIP(H3 K27ac) data 
to label positive and negative samples, and these data 
sources are provided in Table S1 of Supplementary file 1.

We preprocessed the data of corresponding positional 
columns in CTCF ChIA-PET and H3 K27ac HiChIP 
separately. First, it was mapped to 5  kb resolution, and 
we removed the data rows that were nested within each 
other in the two datasets and finally merged them to 
obtain a dataset integrating two enrichment factors, 
CTCF and H3 K27ac. Then, the interactions covering 
multiple bins are split into bin-bin interactions to get 
the combined data. We can obtain all bin-pairs from the 
Hi-C contact matrix. These bin-pairs are divided into 
two sets, one set includes all positive bin-pairs, other set 
includes all non-positive bin-pairs.

We named the positive sample submatrix as MSP 
and the positive sample coordinates as BP (n in total). 
We generated MSP, which is centered at BP, if BP can 
be found in the combined data above. BPij implies the 
positive sample at Bij of the Hi-C contact matrix, and 
BNij implies a negative sample at Bij of the Hi-C contact 
matrix. The bin-pair distance of BPij is |j-i|.

For the acquisition of negative samples, We referred to 
the method proposed by Shen et  al. [35]. Similar to the 
positive sample, We named the negative sample subma-
trix as MSN, and named the negative sample coordinates 
as BN. BN was obtained in three ways: (1) Randomly 
select 2 × n bin-pairs (BS) from non-positive bin-pairs, 
which have the same bin-pair distance with each sub-set 
of BP;(2) Randomly select 1 × n bin-pairs (BL) from non-
positive bin-pairs, which have the larger bin-pair distance 
than the maximum bin-pair distance of BP; (3) Select 

1 × n bin-pairs (BR) from non-positive bin-pairs, which 
have the random bin-pair distance. Therefore, BN satis-
fies Eq. (15).

Each chromosome was de-weighted and cleaned 
according to the above samples sampling requirements to 
obtain positive and negative samples with BP:BN roughly 
1:3.

Construction of training and validation samples
CGLoop used chromosomes 1–19 on the GM12878 cell 
line as training and validation samples for the model. 
Here, the positive and negative samples from chromo-
somes 1–19 are randomly divided into five equal parts, 
respectively. The training set is obtained by taking four 
parts of the positive and negative samples and merging 
them respectively. The remaining samples are used as 
the validation set, i.e., the training set and validation set 
satisfy 4:1. After the above processing, 298,060 training 
samples and 74,516 validation samples were obtained, 
respectively. Our model training process was run on an 
NVIDIA GeForce RTX 4090, in addition to a detailed 
analysis of resource consumption. The results are shown 
in Table S3 and S4 of Supplementary file 1.

Loss function
Since CGLoop treats the prediction of chromatin loops 
as a binary classification task, the model is trained here 
using binary cross-entropy loss (BCELoss), defined as 
follows:

where N denotes the number of samples, yi denotes the 
true label of the i-th sample, and p(yi) is the predicted 
probability of the i-th sample.

Furthermore, BCELoss uses the Adam optimization 
algorithm [51, 52]. The model uses ReduceLROnPlateau 
to adjust the learning rate, which in turn improves its 
performance [53, 54]. CGLoop saved the best-performing 
model parameters and applied them to subsequent tests.

Results
To confirm the validity of the CGLoop method, we first 
evaluated its performance using a selection of extracted 
test samples. Then, on the full samples of multiple chro-
mosomes, CGLoop was compared with the other meth-
ods for chromatin loops prediction. These methods 
included Mustache, Chromosight, as well as Peakachu 
and DLoopCaller. CGLoop was evaluated with these 
methods on several cell lines (GM12878, K562, IMR90, 

(15)BN = 2BS + BL+ BR

(16)
BCELoss = −

1

N

∑N

i=1
yi · log

(
p
(
yi
))

+
(
1− yi

)
· log(1−

(
p
(
yi
))
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and mESC) by Aggregation Peak Analysis (APA), Bind-
ing Factor Enrichment Analysis, Promoter and Enhancer 
Binding Analysis, Loops Overlap Analysis, Loops Dis-
tance Analysis, and other evaluative analyses.

Model test
CGLoop randomly selected 22,769 samples in the sample 
set of chromosomes 20, 21, and 22 of the GM12878 cell 
line, of which 7,032 were positive samples, and 15,737 
were negative samples. The best performing model 
parameters were loaded, and those samples were fed into 
the model for testing to obtain 22,769 predicted scores 
located between 0 and 1. The predicted scores, cat-
egorical labels, frequency of contact at the center of the 
matrix, and location information are saved as the result-
ing output of the CGLoop model.

Accuracy, precision, recall, f1-score, and PRAUC were 
used as assessment metrics for model testing. The results 
show that on the randomly selected part of the test set, 
the PRAUC of our method reaches 0.934, the Accuracy 
reaches 0.911, and the precision, recall, and f1-score are 
all above 0.855, which shows that the CGLoop method 
achieves a more accurate prediction performance on the 
randomly selected dataset.

Candidate loops prediction
The ultimate goal of CGLoop is still to realize the pre-
diction of chromatin loops on the whole chromosome. 
Here, we generated whole chromosome prediction sam-
ples by using all  Bij on human chromosomes 20, 21, and 
22 (mouse 17, 18, and 19) as the centroid of MSij. The 
samples were fed into the already trained model and the 
results with predicted scores were produced.

The analysis revealed that the samples with three chro-
mosomes on GM12878 had higher prediction scores than 
the other cell lines, and we speculate that non-similarity 
between cell lines contributed to this difference. Even so, 
regardless of the cell line, samples with high scores on a 
single chromosome showed a strong chromatin loop sig-
nal. Therefore, CGLoop selected samples with relatively 
high prediction scores as candidate chromatin loops to 
be input into the subsequent clustering process. The pre-
dicted number of chromatin loops on different cell lines 
is shown in Table 1.

Aggregation peak analysis
Aggregation Peak Analysis (APA) is used to identify and 
quantify aggregation peaks in chromatin. “Peaks” are 
usually indicative of regions of high signal intensity on 
the genome, representing a concentration of certain gene 
regulatory elements [1, 55]. The spatial aggregation of 
chromatin can be explored by APA analysis.

APA_score reflects the contrast between the signal 
in the center region and the background signal, here, 
it represents the ratio of the contact frequency of the 
center element of a particular size matrix to the aver-
age contact frequency of the lower left background 
matrix. In order to calculate the APA_score, we refer to 
the methodology proposed by Rao et al. in their study 
[1]. Specifically, we chosed the average matrix size of 11 
× 11, and the lower-left background matrix is defined as 
3 × 3 region of the average matrix. And the APA_Score 
satisfies Eq. (17). We use APA_score to quantify the 
extent to which loops identified by CGLoop are sup-
ported by Hi-C contact frequency signals. The results 
of the APA analysis of the different methods on the 
GM12878 test set are shown in Fig. 3.

where avg is the mean matrix(size of 11), which cor-
responds to chromatin loops, avg[w, w] is the contact 
frequency at the center of the avg, and lowerpart is the 
lower-left matrix of the avg (size of cw, and cw = 3).

The chromatin loop prediction results of CGLoop, 
Peakachu, DLoopCaller, Mustache, and Chromo-
sight were sorted according to the prediction scores 
in ascending order and analyzed by APA, and the APA 
scores obtained for limiting the number of chroma-
tin loops are shown in Fig.  2. The figure shows that 
the loops predicted by CGLoop presented higher APA 
scores compared to other methods at different sam-
pling rates, and the APA scores gradually decreased 
as the number of chromatin loops increased. Among 
chromatin loops up to 5000, the APA scores of the 
loops predicted by CGLoop were not lower than 1.47. 
Visualizing the APA maps of all loops predicted by 
each method on the three chromosomes, the results are 
shown in Fig. 3B-F, which shows the features of matrix 
centroid and lower left background enrichment, which 

(17)APA_Score =
avg[w,w]

1
cw×cw

∑cw
i=1

∑cw
j=1 lowerpart[i, j]

Table 1 The predicted number of chromatin loops on different 
cell lines

Chrname GM12878 K562 IMR90 mESC

Chr20 2301 323 530 -

Chr21 852 129 199 -

Chr22 1668 348 339 -

Chr17 - - - 447

Chr18 - - - 370

Chr19 - - - 308

Sum 4821 800 1068 1125
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is consistent with what we previously learned about the 
features of chromatin loops.

Enrichment analysis
Enrichment analysis of structural proteins
CTCF (CCCTC-binding factor), as a transcription factor, 
is able to bind to specific regions on chromatin and gen-
erate binding sites. These binding sites can form physical 
contacts with distal regulatory elements (e.g., enhanc-
ers) [30, 56, 57], allowing DNA fragments from differ-
ent regions to come in close proximity to each other, 

ultimately forming chromatin loop structures. H3 K27ac 
is a histone modification mark that is often found in 
active regions of regulatory elements (e.g., enhancers and 
promoters) [58, 59], and in chromatin loops, the pres-
ence of H3 K27ac can indicate the active state of certain 
regions of chromatin.RAD21 and SMC1 are core compo-
nents of the structural cell complex (cohesin complex), 
and they are involved in the construction of DNA heli-
cal structures [60, 61]. They promote the formation and 
stabilization of chromatin loops by aggregating different 
DNA fragments.

Fig. 3 APA analysis of different methods on GM12878 cell. A APA scores of different methods under the condition of limiting the number 
of chromatin loops; B, C, D, E, F APA visualization maps of all chromatin loops predicted by Peakachu, DLoopCaller, Chromosight, Mustache, CGLoop 
on three chromosomes
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Therefore, the number of bindings of enriched fac-
tors, such as CTCF, H3 K27ac, RAD21, and SMC1, on 
the predicted results reflects the quality of the pre-
dicted chromatin loops. The reliability of the loop 
prediction method can be assessed by statistically ana-
lyzing the number of these binding events.

We downloaded multiple target datasets of bind-
ing factors from publicly available websites, including 
CTCF ChIA-PET, H3 K27ac HiCHIP, RAD21 ChIA-
PET, and SMC1 HiCHIP. By calculating the match-
ing number of prediction loops and target factors, the 
enrichment statistics are realized [34]. Accumulate the 
number of matches for each predicted loop with the 
target factors to obtain the number of matches between 
the prediction loops and the target factors [62, 63].

Here, we ranked the chromatin loops predicted by 
the different methods in order of prediction scores 
and visualized the enrichment of the top 2000 pre-
dicted loops separately. As shown in Fig. 4A, CGLoop 
binds more CTCF transcription factors at 5 kb resolu-
tion. As the number of predicted loops increased, the 
number of binding factors gradually increased, and 
the enrichment growth rate gradually slowed down. In 
addition, as shown in Fig. 4(B-E), CGLoop’s prediction 
loops showed obvious enrichment effects of H3 K27ac, 
RAD21, and SMC1 binding factors.

Enrichment analysis of promoters and enhancers
Enhancers can enhance the transcriptional activity of 
nearby genes, and promoters are the starting points of 
transcription. The formation of chromatin loops requires 
the interaction between promoters and enhancers [64]. 
Here, we used the enhancer and promoter location infor-
mation extracted from ChromHMM annotation [54] 
to verify the accuracy of chromatin loops predicted by 
CGLoop.

We analyzed the proportion of regulatory elements on 
chromatin loops. As can be seen from Fig. 5, most loops 
identified by CGLoop are mediated by enhancers, and 
about 30% of loops have no regulatory elements, which is 
similar to other methods. This is consistent with the pro-
portion of chromatin loop regulatory elements reported 
by Rao et al. [1]in the GM12878 cell line. However, N–N 
accounts for the largest proportion of the loops identified 
by DLoopCaller. These results suggest that CGLoop is 
able to predict enhancer regulated chromatin loops with 
high sensitivity.

Quantitative analysis of overlapping loops
Quantitative analysis of absolute overlap
We defined loops predicted by two methods are 
considered"absolutely overlap"if they are located in the 
same bin. We visualized the absolute overlap of loops 

Fig. 4 Enrichment factor analysis of chr20, chr21, and chr22 chromatin loops on GM12878 by different methods. A Enrichment of CTCF 
transcription factors in three chromatin loops of chr20, chr21, and chr22 on GM12878 by different methods; B Enrichment of H3 K27ac-binding 
proteins in three chromatin loops of chr20, chr21, and chr22 by different methods; C enrichment of RAD21-binding protein in three chromatin 
loops of chr20, chr21, and chr22 on GM12878 by different methods; D enrichment of SMC1-binding protein in three chromatin loops of chr20, 
chr21, and chr22 on GM12878 by different methods
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predicted by different methods. As shown in Fig.  6, the 
number of loops predicted by the different methods var-
ies significantly, which we attribute to the presence of 
prediction bias at high resolution. The results show that 
724 of the chromatin loops predicted by CGLoop have 
the absolute overlap with other methods.

Quantitative analysis of mismatch overlap
"mismatch overlap" is defined as the difference between 
the left (and right) anchor positions of the two loops 

being no greater than 5 kb. Chromatin loops with higher 
prediction scores within 5000 were selected, and the 
mismatch overlap of the loops predicted by different 
methods were compared. As shown in Fig.  7, the over-
lap rate of the chromatin loops identified by CGLoop 
with the standard set is about 33%(The data labeled 
as’Replicloops’in the figure were obtained from Rao et al. 
(2014) [1], and we defined this dataset as’Replicloops’in 
our study). As the number of chromatin loops increased, 
the overlap rate gradually decreased, which also con-
firmed that the higher the prediction score, the more 
likely the predicted loop is true. Here, CGLoop still 
shows excellent predictive performance compared to 
other methods.

Analysis of Recovery Efficiency Metric (REM)
Recovery Efficiency Metric (REM) analysis is primarily 
utilized to assess the biological consistency and detec-
tion performance of loop prediction methods. REM inte-
grates recovery rate with the number of predicted loops. 
Normalizing the recovery rate mitigates biases arising 
from varying numbers of loops predicted by different 
methods, thereby facilitating a fair comparison of their 
performance [65]. Specifically, recovery analysis quanti-
fies the method’s ability to identify specific biomarkers 
(e.g., CTCF, H3 K27ac, Rad21) by calculating the overlap 
ratio between predicted loops and reference data. The 
implementation of REM prevents methods from over-
stating their detection capabilities due to excessive loop 
predictions, enhancing the scientific rigor and reliability 
of the analysis results. On chr20,21,22 of GM12878, we 
comparatively analyzed the REM of different methods for 
CTCF, H3 K27ac, and Rad21 targets. As shown in Fig. 8, 

Fig. 5 Statistical analysis of the number of promoter and enhancer binding on the GM12878 dataset

Fig. 6 The number of overlapping chromatin loops predicted 
by different methods under absolute overlap conditions 
on chromosome chr20,21,22 of GM12878
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Fig. 7 The overlap between different chromatin loop datasets under the condition of allowing 5 kb mismatch. A The overlap rate 
between different chromatin loop datasets. B The number of chromat in loops overlapping with different methods. In order: CGLoop and Peakachu, 
CGLoop and Chromosight, CGLoop and Mustache, CGLoop and DLoopCaller, CGLoop and Positive, Peakachu and Positive, Chromosigh and Positive, 
Mustache and Positive, DLoopCaller and Positive, respectively

Fig. 8 Visualization of REM(Recovery efficiency rate) for chromatin loops predicted by diffirent methods in the GM12878 cell line(chr20,21,22) 
under the target factors CTCF, Rad21, and H3 K27ac, respectively



Page 13 of 17Wang et al. BMC Genomics          (2025) 26:342  

the overlap ratio of CGLoop is relatively low, which may 
be due to the relatively large number of predicted loops.

Anchor peak analysis
The peak height in CTCF ChIP-seq experiments usu-
ally reflects the CTCF binding strength at that genomic 
location, and sites with higher CTCF binding strength 
are more likely to be involved in the formation of chro-
matin loops [66]. Therefore, CGLoop analyzed CTCF 
binding peaks at chromatin loop anchors and their flank-
ing regions. As shown in Fig.  9, the loops predicted by 
CGLoop show a trend of peak at the anchor points and 
slowing down around it. Compared with other methods, 
under the condition that the number of prediction loops 
is roughly the same, the peak performance in CGLoop is 
the most obvious, showing the highest peak.

Distance distribution analysis
In order to explore the distribution of chromatin 
loops(chr20,21,22) predicted by CGLoop and other 
methods on GM12878, the data were statistically ana-
lyzed according to the distribution of anchor distances 
of ’[0, 250]’,’(250, 500]’,’(500, 1000]’,’(1000, -]’(in kb). As 
shown in Fig. 10, CGLoop has the similar distance distri-
bution to the chromatin loops predicted by peakachu and 
mustache, with short-range loops ([0, 250]) accounting 
for the largest proportion. The analysis found that most 
(about 55%) of the chromatin loops predicted by CGLoop 
ranged from 0 to 250 kb, belonging to short-range loops, 
and 13.7% of the loops belonged to long-spaced loops 
(500 kb to 1000 kb). Notably, the loops predicted by 

Chromosight are all short-range loops, and DLoopCaller 
predicts more long-range loops. Distance distribution 
analysis of chromatin loops predicted by different meth-
ods on other cell lines is shown in Supplementary Fig S4 
of Supplementary file 1.

Chromatin loops on Hi‑C contact heatmap
Chromatin loops predicted by different methods on 
GM12878 are mapped onto the Hi-C contact heat map. 
Each coordinate in the hic heat map corresponds to the 
location of a pair of chromatin interaction fragments. 
As shown in the Fig.  11: CGLoop compared positive, 
CGLoop compared Peakachu, CGLoop compared Mus-
tache, CGLoop compared Chromosight, and CGLoop 
compared DLoopCaller. We mapped the positive sample 
set, and chromatin loops predicted by CGLoop, Peaka-
chu, Mustache, Chromosight, and DLoopCaller to the hic 
heat map and compared them. The results show a high 
agreement between the chromatin loops predicted by 
CGLoop and the other datasets.

Experimental analyses across cell lines and species
In order to validate that our method is not limited to a 
single cell line or species, we preprocesed the Hi-C data 
obtained for a human leukemia cell line (K562), a normal 
human embryonic lung fibroblast cell line (IMR90), and 
a mouse embryonic stem cell line (mESC) following the 
same process as previously described. We selected the 
previously trained model, predicted and clustered the 
preprocesed samples, and finally conducted the subse-
quent validation analysis. The results of peaks analysis 

Fig. 9 CTCF peaks in the neighborhood of the chromatin loop anchor identified by CGLoop on the GM12878 cell line
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Fig. 10 The distance distribution between the left and right anchors of the chromatin loops predicted by different methods on chr20,21,22 
of GM12878. a denotes the minimum value of the distance, b denotes the maximum value of the distance, and [a, b] means the absolute difference 
between the left and right anchor positions of the chromatin loop is within a to b

Fig. 11 Hi-C contact heat maps of chromatin loops predicted by different methods on GM12878. The dots above each heat map represent 
the other chromatin loops data (blue), and the dots below represent the chromatin loops predicted by CGLoop (black). In order: chromatin 
loops predicted by CGLoop (black) vs Positive samples set (blue); chromatin loops predicted by CGLoop (black) vs chromatin loops predicted 
by Peakachu (blue); chromatin loops predicted by CGLoop (black) vs chromatin loops predicted by Mustache (blue); chromatin loops predicted 
by CGLoop (black) vs chromatin loops predicted by Chromosight (blue); chromatin loops predicted by CGLoop (black) vs chromatin loops predicted 
by DLoopCaller (blue)
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and transcription factor analysis on other cell lines are 
shown in Fig. 12.

The experimental results showed that the chromatin 
loops predicted by CGLoop got a favorable performance 
on several cell lines, and all of them showed significant 
enrichment of binding factors such as transcription fac-
tors and binding proteins. Additional validation analysis 
results for different cell lines are shown in Supplemen-
tary Fig. 1-4 of Supplementary file 1. In conclusion, our 
method can still identify loops relatively accurately for 
data on other cell lines.

Discussion and conclusion
Chromatin loop prediction using neural networks can 
facilitate the development of research related to 3D 
genome. Most classical methods for predicting chroma-
tin loops suffer from inaccurate loop identification, and 
the development of deep learning has inspired the emer-
gence of a new generation of chromatin loop prediction 
methods. In this study, we developed a new method for 
predicting chromatin loops based on neural networks, 
CGLoop, which utilizes convolutional neural networks 
and recurrent neural networks to capture deep features 
from Hi-C interaction frequency data to achieve the pre-
diction of chromatin loops.

We learned that CTCF ChIA-PET data in Peakachu 
contains more long-range loops, while H3 K27ac HiChIP 

has more short-range loops [13], so in this study, CTCF 
ChIA-PET data and H3 K27ac HiChIP data are used to 
generate positive and negative samples. In CGLoop, A 
two-layer convolutional neural network (CNN layer) with 
a nested attention mechanism (CBAM layer) was used 
to extract local features from the samples, and the recur-
rent neural network (BiGRU layer) was used to capture 
sequential features. This model combined spatial and 
sequential information to help mine the data information 
more deeply. Finally, the final chromatin loop predic-
tion results are obtained from the candidate loops by a 
density-based clustering algorithm, improving chromatin 
loop predictions’accuracy and portability.

To verify the validity of the method, we performed 
some evaluation experiments such as APA analysis, bind-
ing factor enrichment analysis, loops overlap analysis, 
and loops distance analysis, and applied the CGLoop 
method to other cell lines. The results of a series of 
experiments show that, our method possesses good 
robustness and can locate the anchor positions of chro-
matin loops with high resolution, whether in different 
species, different cell lines of the same species, or on dif-
ferent chromosomes.

Although CGLoop achieves good performance, there 
are still areas that need to be optimized and improved: 
(1) When generating test samples, since we predict all the 
samples of the whole chromosome at 5 kb resolution, the 

Fig. 12 Analysis on other cell lines. Analysis of CTCF peak aggregation in chromatin loop neighborhoods (A-C) and CTCF binding at chromatin 
loop anchors (D, E) on different cell lines
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data volume is huge, so it is very time-consuming to gen-
erate the small matrix samples, and the data preprocess-
ing algorithm can be optimized to improve the efficiency 
of data generation. (2) Currently, we analyze the chroma-
tin loop information of pairwise contact, in fact, there are 
many three or more chromatin loop anchor contacts in 
the 3D space, so the prediction method can be adjusted 
appropriately to adapt to the higher-order chromatin 
loops prediction work.
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